
06. Future work
Future work will involve trial sessions to gather a diverse
dataset of VR activities and user interactions. This
dataset will capture body positions, proximity to
boundaries, and movement patterns. Advanced machine
learning models will be developed to predict safety risks
by analyzing these features, identifying potential
hazards, and alerting users in real-time.

02. Objective

Our goal is to create a dataset combining Vicon's high-precision
tracking with Kinect's depth imaging and skeletal tracking. We
synchronized and calibrated both systems to collect simultaneous
data on user movements and interactions. This integrated approach
improves the detection of boundary breaches and hazardous
movements.
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01. Abstract
The widespread use of virtual reality (VR) in gaming, training, and
simulation has led to both advancements and safety risks, like
collisions. Current VR safety systems typically use one type of
sensor, reducing their effectiveness. This project aims to improve
VR safety by combining motion capture data from Vicon cameras
and Kinect sensors

04. Methodology
System setup, calibration, data synchronization, integration, and
feature extraction. By leveraging the strengths of both Vicon and
Kinect systems, we collect comprehensive motion data.

03. Analysis
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The Vicon system uses multiple high-
speed cameras enabling precise 3D
motion capture with high accuracy

and low latency. 

The Kinect system utilizes a single
camera that combines RGB, infrared, and

depth. Kinect's skeletal tracking
algorithm identifies key joints and body

points directly from the depth data.

07. Conclusion
Integrating Vicon and Kinect data, and in the future VR data
is set to enhance VR safety by providing more accurate and
comprehensive motion tracking. Despite the challenges in
synchronization and data processing, the combined dataset
will help improves boundary detection and risk prediction. 
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05. Results
By making a common coordinate system, the one from the Vicon,
and giving each frame its timestamp we can match the data.

08. References
Ozkaya, G., Jung, H. R., Jeong, I. S., Choi, M. R., Shin, M. Y., Lin, X., Heo, W. S., Kim, M. S., Kim, E., & Lee, K. K. (2018). Three-dimensional motion capture data during
repetitive overarm throwing practice. Scientific Data, 5, 180272. https://doi.org/10.1038/sdata.2018.272

1.

Uva, A. E., & Manghisi, V. M. (Eds.). (n.d.). Microsoft Kinect Sensors: Innovative Solutions, Applications, and Validations. Sensors. MDPI. Retrieved from
https://www.mdpi.com/journal/sensors/special_issues/MS_Kinect

2.

Büker, L., Quinten, V., Hackbarth, M., Hellmers, S., Diekmann, R., & Hein, A. (2023). How the Processing Mode Influences Azure Kinect Body Tracking Results. Sensors,
23(2), 878. https://doi.org/10.3390/s23020878

3.

PhaseSpace. (n.d.). Impulse X2 Motion Capture Solution. Retrieved July 23, 2024, from https://www.phasespace.com/impulse-motion-capture.html4.

1.Vicon body marker positions

2.Kinect body joint position

3.Kinect body tracking 4.Vicon body tracking

https://www.mdpi.com/journal/sensors/special_issues/MS_Kinect
https://doi.org/10.3390/s23020878
https://www.phasespace.com/impulse-motion-capture.html

